Comfort Page for Advanced Data Analyses

2x2 ANOVA  
Research Design:   each IV can be a True Experiment or a Non-experiment (look for Random Assignment, identifiable confounds and 


   ongoing equivalence -- field settings and longer-term studies make maintaining ongoing equivalence difficult).  Be 


   sure to determine if the design is BG or MG

Effects:   There are always 3 effects examined using a factorial design -- for each determine BG or WG & causal interpretability
                Main effect of one IV  -- Main Effect of the other IV  -- Interaction of the two IVs
RH:   There may be RH: about any or all of the effects.  
          Main effect RH: will mention only that IV  -- can only fully support a main effect RH: if that effect is descriptive (check SEs)

          Interaction RH:  will mention both IVs -- select the set of SEs that give the direct test of the RH: and check for full, partial or no 


                                             support, depending upon the pattern of the SEs compared to the pattern of the RH:

Significance test:  F-test of each main effect -- p < .05 tells you the marginal means are significantly different (check direction of RH:)
                              F-test of the interaction -- p < .05 tells you only whether or not there is an interaction.  You must compute and use 





the LSDmmd to determine whether or not each SE is significant (check direction of mean 





differences against the RH:)  Remember, a significant interaction means the SEs are 





different, even if they are in the same direction!
Error Risks:   Consider this for each effect  -- 

         If reject H0:  (p < .05)  we risk a Type I/False Alarm with probability = p or a Type III/Misspecification 

                       If retain H0:  (p>.05) we risk a Type II/Miss especially effects that are non-significant “because of” too-small sample sizes

Effect size:  r can be computed for any main effect or simple effect

      BG    d = (M1 - M2) / MSe       r = √ (d² / (d² + 4))

                    WG   d = (M1 - M2) / MSe       dw = d * √2             r = √ (dw² / (dw² + 4))
A Priori power analyses:  Can be computed for any main effect or simple effect -- smallest effect will determine N


                           BG    after finding S for specified power (80%) of the smallest “meaningful”  r (   n = S / 2    N = n * k

                                          WG   after finding S for specified power (80%) of the smallest “meaningful”  r (   n = S  (all in each condition)    

Evaluating Replication:  Must determine if the “comparable” part of the design is a main effect (marginal means) or a simple effect (cell 


          means) based on careful consideration of population, setting and/or task/stimulus of the studies being 



          compared (be sure the IV & DV are “comparable)


          Compute r for the selected part of the design and compare it with the effect size from the other study. Be sure 


          to check for similar effect direction/pattern (not just effect size).  Differences in significance  between studies of 


          simple effect sizes usually reflect sample size differences (p decreases as N increases for a given effect size)

Multiple Regression
“Viable” bivariate predictors: Alternate phrase for “significant correlation” - based on p < .05 (same as always)
Does the model work?  Check the p-value from the ANOVA which tests the H0:  R² = 0 -- based on p < .05

How well does the model work?  Based on the R² (if reject H0:) -- based on p < .05

Which predictors contribute to the multivariate model?  Check the p-value for each b-weight t-test -- based on p < .05 (be sure to check 






  the sign of contributing predictors)

Be able to id:   a predictor with the same bivariate relationship and multivariate contribution

                        a predictor that doesn’t contribute to the model probably because it is not correlated with the criterion

   
          a predictor that doesn’t contribute to the model probably because it is collinear with one or more other predictors

                        a predictor that isn’t correlated with the criterion but has a contribution to the multivariate model

          a predictor with a simple correlation with the criterion and contribution to the multivariate model with opposite signs

Evaluating Replicability:  Don’t compare correlations  (bivariate relationship) with regression weights (b or β -- relationship between the 


           variable and the criterion after controlling for the other variables in the model).  
                                        Comparisons between b/β weights for the same variable from models with different other predictors must be 


            done very carefully (having different “other variables” can change b/β greatly)
