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Checker?  Use Psyc942  Q1 Hw#5        
Walk Through

The criterion variable is GGPG, with the predictors GREQ, GREV, GREA, averate (ratings taken from letters of recommendation, upub (whether on not they published while an undergraduate) and UGPA.   This set of predictors naturally divides into two groups of predictors:  GRE scores vs. averate, upub & UGPA.  

This leads to three models:
1. a full model including GREQ, GREV, GREA, averate, upub & UGPA

2. a reduced model including GREQ, GREV & GREA  -- GRE model
3. a reduced mode including averate, upub & UGPA  -- UGRAD model
So, there are three model comparisons:

1. Comparing the full model with the GREQ, GREA & GREV model ( comparing nested models

2. Comparing the full model with the averate, upub & UGPA model ( comparing nested models

3. Comparing the GRE model with the model including averate, upub & UGPA model ( comparing non-nested models

1. Get and interpret the full model.  Fill in the following

 R ____________  R² _____________ F ___________   df _____, ________  p ________    N ________

	Predictor
	b
	Β
	p-value
	Does the predictor contribute?

	greq


	
	
	
	

	grev


	
	
	
	

	grea


	
	
	
	

	averate


	
	
	
	

	ugpa


	
	
	
	

	upub


	
	
	
	

	constant


	
	
	
	


2. Get the GRE model.  Fill in the following

 R ____________  R² _____________ F ___________   df _____, ________  p ________    N ________

	Predictor
	b
	β
	p-value
	Does the predictor contribute?

	greq


	
	
	
	

	grev


	
	
	
	

	grea


	
	
	
	

	constant


	
	
	
	


3. Get the UGRAD model.  Fill in the following

R ____________  R² _____________ F ___________   df _____, ________  p ________    N ________

	Predictor
	b
	β
	p-value
	Does the predictor contribute?

	averate


	
	
	
	

	ugpa


	
	
	
	

	upub


	
	
	
	

	constant


	
	
	
	


4. Compare the Full model and the GRE model – twice, once using SPSS and once using the FZT program
Using SPSS – 
1.enter the full model with all 7 predictors

2. Click Next. You will see “Block 2of 2”. This will allow you to create the second model. Add the three variables NOT to be included in this second model. Click “remove” (to get rid of the non-GRE predictors)

3.  (the convention is to report the R²Δ as positive)
4. Click “Statistics” and select “rsq change” in addition to the other two options that are selected.

5. Click “save” and select “unstandardized” under the “predicted values” window ( you will need this for the Steiger’s Test we gott run below in question6. Click “continue” Click OK


R² Δ _____________  FΔ ________  df ___ , ________    p _________    Conclusion?
Using FZT (the convention is to report the R²Δ as positive)-use the Rsq Change F Test worksheet in the Computator

R² Δ _____________  FΔ ________  df ___ , ________    p _________    Conclusion?

5. Compare the Full model and the UGRAD model – twice, once using SPSS and once using the FZT program

Using SPSS – enter averate, upub & UGPA and then enter the GRE predictors (the convention is to report the R²Δ as positive)


R² Δ _____________  FΔ ________  df ___ , ________    p _________    Conclusion?

Using FZT (the convention is to report the R²Δ as positive)


R² Δ _____________  FΔ ________  df ___ , ________    p _________    Conclusion?
6. Compare the GRE model and the UGRAD model
                                   Correlation between models ________   p ______ N ______
Use the FZT program (remember to enter “R” not “R2” values) and obtain :: 
 Steiger’s Z ___________                          Z-critical ___________        p _________     Conclusion ?
* be conservative – use the table entry with df < the actual df
On Your Own – Starting to work towards the Research Project
Data set (
Criterion variable (
Pick8-10 of the varaibles you’ve been looking at and fill in the following.  This will be your “full model” in the following analyses.

1. Full Model   (  R² _________   F ___________   df ____, ___________  p __________
	Predictor
	r
	p (for r)
	b
	β
	p for (b & β)
	multivariate contributor ?

	constant (a)


	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	


Delete unused rows

Split the model in to two “reduced models” and fill in the following

2. Reduced Model #1 (  R² _________   F ___________   df ____, ___________  p __________

Name of this model ( 
	Predictor
	r
	p (for r)
	b
	β
	p for (b & β)
	multivariate contributor ?

	constant (a)


	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	


Delete unused rows

3. Reduced Model #2 (  R² _________   F ___________   df ____, ___________  p __________

Name of this model ( 
	Predictor
	r
	p (for r)
	b
	β
	p for (b & β)
	multivariate contributor ?

	constant (a)


	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	


Delete unused rows

4. Compare the Full model and the first reduced model 
Enter the full model and then remove the necessary predictors to test if the first reduced model works as well as the full model  (the convention is to report the R²Δ as positive)


R² Δ _____________  FΔ ________  df ___ , ________    p _________    Conclusion?

5. Compare the Full model and the second reduced model 
Enter the full model and then remove the necessary predictors to test if the second reduced model works as well as the full model  (the convention is to report the R²Δ as positive)


R² Δ _____________  FΔ ________  df ___ , ________    p _________    Conclusion?

6. Compare the two reduced models
                                   Correlation between models ________   p ______ N ______

Use the FZT program (remember to enter “R” not “R” values) and obtain :: 

 Steiger’s Z ___________                          Z-critical ___________        p _________     Conclusion ?

* be conservative – use the table entry with df < the actual df

