492 Multivariate Regression Lab                 data ( 942_q1h3first_212.sav &  942_q1h3first_212_app.sav
Checker?  Use Psyc942  Q1 Hw#3        942_q1h3second_212_mod.sav & 942_q1h3second_212_app.sav
Walk Through
1a.  Use 942_q1h3first_212.sav with  the criterion dep -- get the correlation with the criterion and following values for each predictor from a multiple regression (do not use exponential notation).

R² _________   F ___________   df ____, ___________  p __________
	Predictor
	r
	p (for r)
	b
	β
	p for (b & β)
	multivariate contributor ?

	stress
	
	
	
	
	
	

	SES
	
	
	
	
	
	

	salarysat
	
	
	
	
	
	

	priorgrad
	
	
	
	
	
	

	 mar
	
	
	
	
	
	

	findep
	
	
	
	
	
	

	constant (a)
	
	
	
	
	
	


b. Interpret  all r, b & β values and interpret a (review Hw#1 instructions about interpretations)
	predictor
	term
	Interpretation

	stress
	r
	

	
	b
	

	
	β
	

	SES
	r
	

	
	b
	

	
	β
	

	salarysat
	r
	

	
	b
	

	
	β
	

	priorgrad
	r
	

	
	b
	

	
	β
	

	mar
	r
	

	
	b
	

	
	β
	

	findep
	r
	

	
	b
	

	
	β
	

	constant (a)
	


b. Write out the raw score multiple regression model

· Do not use exponential notation

· Remember to use all predictors & weights, not just the significant ones

· Remember to apply this to raw score versions of the predictors

ggpa’ = 

c. Use         942_q1h3first_212_app.sav   to obtain the following predicted GGPA values 

	Model
	Applicant #2
	Applicant #12
	Applicant #16
	Applicant #23

	  dep’
	
	
	
	


Your Turn
2a.  Use 942_q1h3second_212_mod.sav with  the criterion ggpa -- get the correlation with the criterion and following values from a multiple 
regression for each predictor (do not use exponential notation).

R² _________   F ___________   df ____, ___________  p __________
	Predictor
	r
	p (for r)
	b
	β
	p for (b & β)
	multivariate contributor ?

	averate
	
	
	
	
	
	

	ugpa
	
	
	
	
	
	

	hrsjob
	
	
	
	
	
	

	prog
	
	
	
	
	
	

	reptclas
	
	
	
	
	
	

	rural_urban
	
	
	
	
	
	

	constant (a)
	
	
	
	
	
	


b. Interpret  significant r, b & β values and interpret a

	predictor
	term
	Interpretation

	averate
	r
	

	
	b
	

	
	β
	

	UGPA
	r
	

	
	b
	

	
	β
	

	hrsjob
	r
	

	
	b
	

	
	β
	

	prog
	r
	

	
	b
	

	
	β
	

	reptclas
	r
	

	
	b
	

	
	β
	

	Rural urban
	r
	

	
	b
	

	
	β
	

	constant (a)


	


c. Write out the raw score multiple regression model

· Do not use exponential notation

· Remember to use all predictors & weights, not just the significant ones

· Remember to apply this to raw score versions of the predictors

ggpa’ = 
d. Use         942_q1h3second_212_app.sav to obtain the following predicted GGPA values 
	Model
	Applicant #5
	Applicant #9
	Applicant #12
	Applicant #17

	  ggpa’
	
	
	
	


Something Fun!                                          Dataset:  reg_social_media.sav
Note: these data loosely reflect a published article. If you want it, please ask! We were given a data set that reflects social media usage (TikTok and Instagram) in adults (18-79). We are tasked with building a model using aspects of people’s reported experiences while using social media in order to predict well-being and anxiety, respectively. Please look at the data set-variable view and read through the two criterion variables and the predictors we’ve been given. 
Alrighty, let’s make stuff!

1a.  Get the correlations of the eight predictors with the criterion well being.


What variables are “viable individual predictors”?

b. Run a multiple regression that includes all the “viable predictors” from “a”.


What’s the result?   R2 =        F =      df =   ,      p = 


What predictors were significant?


Any surprises??

c. Run a multiple regression with includes all eight predictors.

What’s the result?   R2 =        R =    df =   ,      p = 


What predictors were significant?


Any surprises (overall model and/or predictors)? (What is this “surprise” called??)

Get the correlations of the eight predictors with the criterion “anxiety”.

What variables are “viable individual predictors”?

b. Run a multiple regression that includes all the “viable predictors” from “a”.


What’s the result?   R2 =        F =    df =   ,      p = 


What predictors were significant?


Any surprises??

d. Run a multiple regression with includes all eight predictors.

What’s the result?   R2 =       F =     df =   ,      p = 


What predictors were significant?


Any surprises (overall model and/or predictors)? (What is this “surprise” called??)

