The ANOVA for Independent Groups -- Analysis of k-Between-Group Data with a Quantitative
Response Variable

Application: To compare means of a quantitative response variable obtained from 2 or more independent groups. Thus, ANOVA
can be thought of as being very much like a t-test, except that it can be applied to either 2 or more groups.

About the terms used: Descriptions of ANOVA are often in terms of the IV and the DV. However, this can be confusing when
working with non-experimental data. In addition, different terminology is often used for between groups ANOVA than for within-
groups ANOVA, adding to the confusion. The terms Condition and Error will be used below for two reasons. First, it will allow
you to see that the between groups ANOVA and within-groups ANOVA do basically the same thing -- comparing size of the mean
differences (variability associated with which condition the score came from) to the variability around those means (an index of
error). Second, it avoids the use of "causal words".

HO: The populations represented by the conditions of the qualitative variable have the same mean on the quantitative response
variable.

To reject HO:is to say that the populations represented by the conditions of the qualitative variable have different means on the
guantitative response variable.

The data: This analysis involves the grouping variable chain (1 = chain store, 2 = privately owned store, 3 = coop owned store)
and the response variable fishnum (number of fish on display). Below are the scores for the 12 stores (chain, fishnum).

3,32 3,41 3,31 3,38 1,21 1,13 2,17 1,22 2,24 1,11 2,17 1,20

Research Hypothesis: The researcher hypothesized that Coop stores would display the most fish, Chain stores would display the
least, and Private pet stores would display an intermediate amount.

HO: for this analysis: The three different types of pet shops display the same mean number of fish displayed.
Step 1 Assemble the data for analysis. Rearrange the data so that the subjects in each condition are in the same column .

There should be as many columns as there are conditions. Label the quantitative variable as X and each condition of the
grouping variable as a different value of k, to simplify the presentation and use of the formulas below.

chain store (k1) private store (k2) coop store (k3)
X X X
21 17 32
13 24 41
22 17 31
11 38
20

Step 2 Compute the square of each score and place it in an adjacent column.

chain store (k1) private store (k2) coop store (k3)
X x X x X xR
21 441 17 289 32 1024
13 169 24 576 41 1681
22 484 17 289 31 961
11 121 38 1444

20 400



Step 3 Compute & X, & X2 for each group, also determine the sample size for each group.

chain store (k1) private store (k2) coop store (k3)
ax 87 58 142
axz 1615 1154 5110
ng =5 np =3 n; =4

Step 4 Compute SStaa, @ measure of the total variability among all the scores (ignoring that the scores come from different
groups).

(8 X1+ & X2 + & Xc3)?
SStota = ( éxklz + éxkzz + éxkgz ) = meeememesscccce-e-na
N

(87 + 58 + 142)2
= (1615 + 1154 + 5110) - -----mmmm-mmmmm-
12

(287)2
= 7879 - --—---- = 7879 -6864.08 = 1014.92
12

Step 5 Compute SScond (SOmetimes referred to as SSge for between groups of SSy if the data are from an experiment), a
measure of the variability (difference) among the means from the different groups. (Notice that the "right side" of this step
is the same as for Step 4 -- saves some work).

(8X1) 2 (8X2) 2 (&X3) 2 (&Xk1 + X2 + 8Xk3) 2

872 582 1422
= --- 4+ --- 4+ ---- |- 6864.08 = 7676.13 - 6864.08 = 812.05
5 3 4

Step 6 Compute SSeror (also called SSwe or SSwitnin), @ measure of the variability among the scores within each condition.
(Notice that the "right side" of this equation is the same as the "left side" of Step 5, also the "left side" of this step is the
same as for Step 4-- saves some computation).

@X1)? @BX2? @Xa)?
SSeror = (8X? + &X2 + 8Xs?) - | ------ oo oo

7879 -7676.13 = 202.87

Step 7 Perform a computational check to be sure that SStota = SScond + SSEror.

1014.92 = 812.05 + 202.87

Step 8 Compute dfcond (also called dfag)



df gng= k - 1 = 3 -1 = 2

Step 9 Compute MScond

MBoong =  -------- = e = 406.03

Step 10 Compute dferor  (also called dfwe or dfwithin)

df gror = N- k = 12 - 3 = 9

Step 11 Compute MSenor (Also called the MSE for mean squared error)

Step 13 Use Table F to determine the critical value of F for a = .05 and the appropriate degrees of freedom
numerator degrees of freedom = dfy =2 and denominator degrees of freedom = dfgror = 9.

F(2, 9, a = .05) = 4.26

Step 14 Compare the obtained F and critical F, and determine whether to reject or retain the null hypothesis.

-- if the obtained F is less than the critical F, then retain the null hypothesis -- conclude that the populations represented by
the different conditions o the qualitative grouping variable have the same mean score on the quantitative variable

-- if the obtained F is greater than the critical F, then reject the null hypothesis -- conclude that the populations represented
by the different conditions of the qualitative grouping variable have different mean scores on the quantitative variable

For the exanple data, we would decide to reject the null hypothesis, because
the obtained F value of 18.01 is larger than the critical F value of 4.26.



Step 15 IF you reject the null hypothesis, determine whether the pattern of the mean differences supports, partially supports, or
does not support the research hypothesis.

-- IF you reject the null hypothesis, AND if the pattern of means for the conditions agrees exactly with the research
hypothesis, then the research hypothesis is completely supported.

-- IF you reject the null hypothesis, AND if part of the pattern of means for the conditions agrees part, but not all of the
research hypothesis, then the research hypothesis is partially supported.

-- IF you retain the null hypothesis, OR if you reject the null BUT no part of the pattern of data in the contingency table
agrees with the research hypothesis, then the research hypothesis is not at all supported.

By the Way: To properly determine if the hypothesized pattern of mean differences was found, one should perform pairwise
comparisons (using one of the procedures described in the next section); the report of the results given below
are based on informal “inspection” of the means.

By the Way: Usually the researcher hypothesizes that there is a difference between the conditions. Sometimes, however, the
research hypothesis is that there is NO difference between the conditions. If so, the research hypothesis and HO: are the same!
When this is the case, retaining HO: provides support for the research hypothesis, whereas rejecting HO: provides evidence that
research hypothesis is incorrect.

The researcher hypothesized that Coop stores would have the nost fish on display,
Chain stores would display the least, and Private pet stores would display an
internedi ate amount. This “translates” into an expected pairw se difference between
all pairs of store types Coop > Private > Chain (with the inplication that Coop >
Chain).

Based on inspection of the neans, we would conclude there is only PARTI AL SUPPORT
for the research hypothesis. Coop stores displayed nore fish than did Private stores,
and al so Coop stores displayed nore fish than did Chain stores. However, contrary to
the research hypothesis, there was not a large difference between the nmean nunber of
fish displayed by Private and Chain stores.

Step 16 Preparing a Summary Table (also called a Source Table)

As in the other statistics (Correlation and Chi-square) you must be able to summarize and present the results from an
ANOVA analysis. There are two different ways that this is done. The first is called a "Source Table" or "Summary Table" and is a
presentation of the intermediate results from the calculation of the F. The values come from the ANOVA shown above -- the table
on the left shows which steps in the analysis produced each value, while the one on the right shows the actual values.

df = degrees of freedom, SS = sum of squares, and MS = mean squares

Summary Tabl e Showi ng Summary Tabl e Showi ng
Conput ati onal Steps #s | Val ues from Exanpl e Dat a
|
Sour ce df SS VS F p | Sour ce df SS MS F p
Cond 8 5 9 12 14 Cond 2 812.05 406.03 18.01 <.05

Error 9 202. 87 22.54

|
|
|
Error 10 6 11 |
|
|

Tot al * 4 Tot al 11 1014.92

* the Total df is calculated as the sum of df(Cond) and df(WG) or as N -1.

Step 17 Describing the results of the Independent Groups Analysis of Variance -- be sure to include the following

Tell the conditions of the qualitative or grouping variable
Name quantitative variable and tell its mean and standard deviation for each condition of the qualitative variable
The F-value, df (in parentheses) and p-value (p < .05 or p >.05).



Describe the pattern of the data (which group(s) has the larger mean, if there is a significant difference)
Whether or not the results support the research hypothesis

Please remember, this description of the data is based upon inspection of numerical differences among the means and not the
formal "follow-up" analyses you will learn about later.

There were significant differences among the mean numbers of fish displayed by the three types of stores,
F(2,9) = 18.01, MSE = 22.54, p < .05. Inspection of the means revealed that, consistent with the research hypothesis,
Coop stores displayed more fish (M = 35.50, S = 4.80) than either Private (M = 19.33, S = 4.04) or Chain stores(M =
17.40, S = 5.03). However, contrary to the research hypothesis, there was no difference between the average number
of fish displayed by Chain and Private pet stores.

Here is the same write-up using a Table to present the univariate statistics. Tales reduce the about of parenthetical information that
can clutter a write-up, especially when there are multiple conditions.

The number of fish displayed at each type of store is summarized in Table 1. There were significant
differences among the mean numbers of fish displayed by the three types of stores, F(2,9) = 18.01, MSE = 22.54, p <
.05. Inspection of the means revealed that, consistent with the research hypothesis, Coop stores displayed more fish
than either Private or Chain stores. However, contrary to the research hypothesis, there was no difference between the
average number of fish displayed by Chain and Private pet stores.

Table 1
Number of Fish Displayed at each Store Type

Store Type
Chain Privately Coop
Number of Fish Displayed Store Owned Store
M 17.40 19.33 35.50
SD 5.03 4.04 4.80




Table F: ANOVA (F-tests) Critical values of Ffora =.05& a =.01
Numerator df
Denominator
df a 1 2 3 4 5 6
1 .05 161 200 216 225 230 234

2 .05 185 190 19.2 192 193 193
.01 985 99.0 99.2 99.2 99.3 99.3

3 .05 101 955 928 912 09.01 8.94
.01 341 308 295 28.7 282 279

4 .05 7.71 694 659 6.39 6.26 6.16
.01 212 180 16.7 16.0 155 152

5 .05 6.61 579 541 519 505 495
.01 163 133 121 114 110 107

6 .05 599 514 476 453 439 4.28
.01 137 109 9.78 9.15 8.75 8.47

7 .05 559 474 435 412 397 3.87
.01 122 955 845 785 7.46 7.19

8 .05 532 446 407 384 3.69 358
.01 113 865 759 7.01 6.63 6.37

9 .05 512 426 3.86 3.63 348 3.37
.01 10.6 8.02 6.99 642 6.06 5.80

10 .05 496 410 3.71 348 333 3.22
.01 10.0 756 6.55 599 564 5.39

11 .05 484 398 359 336 320 3.09
.01 965 7.21 6.22 567 532 5.07

12 .05 475 389 349 326 3.11 3.00
.01 933 693 595 541 506 4.82

13 .05 467 381 341 318 3.03 292
.01 9.07 670 574 521 486 4.62

14 .05 460 374 334 311 296 2.85
.01 886 651 556 504 469 4.46

15 .05 454 368 329 3.06 290 2.79
.01 868 636 542 489 456 4.32

16 .05 449 363 324 301 285 274
.01 853 6.23 529 477 444 4.20

17 .05 445 359 320 296 281 270
.01 840 6.11 518 4.67 434 4.10

18 .05 441 355 316 293 277 266
.01 829 6.01 509 458 425 401



Numerator df
Denominator

df a 1 2 3 4 5 6
19 .05 438 352 313 290 274 263
.01 818 593 501 450 417 394

20 .05 435 349 310 287 271 260
.01 810 585 494 443 410 3.87

22 .05 430 344 3.05 282 266 2.55
.01 795 572 482 431 399 3.76

24 .05 426 340 3.01 278 262 251
.01 7.82 561 472 422 390 3.67

26 .05 423 337 298 274 259 247
.01 7.72 553 464 414 382 359

28 .05 420 334 295 271 256 245
.01 7.64 545 457 407 3.75 3.53

30 .05 417 332 292 269 253 242
.01 756 539 451 402 370 347

40 .05 408 323 284 261 245 234
.01 731 518 431 383 351 329

60 .05 400 315 276 253 237 225
.01 7.08 498 4.13 365 334 312

120 .05 392 307 268 245 229 217
.01 6.85 479 395 348 317 296

200 .05 3.89 3.04 265 242 226 214
.01 6.76 471 388 341 311 289

¥ .05 384 300 260 237 221 210
.01 665 461 378 332 302 2S0



