The ANOVA for 2x2 Independent Groups Factorial Design

Please Note: In the analyses above | have tried to avoid using the terms "Independent Variable" and "Dependent Variable" (IV and
DV) in order to emphasize that statistical analyses are chosen based on the type of variables involved (i.e., qualitative vs.
guantitative) and the type of statistical question (i.e., linear relationship vs. mean difference between two quantitative variables). As
emphasized in class and lab, the issue of causal interpretation, when the terms IV and DV are most appropriate, is an issue of the
type of research design that is used, not an issue of the statistic that is employed to determine if there is a relationship between the
variables. Factorial designs, however are most commonly used in experimental settings, and so the terms IV and DV are used in
the following presentation.

Application: This analysis is applied to a design that has two between groups IVs, both with two conditions (groups, samples).
There are three separate "effects"” tested as part of the 2x2 ANOVA, one corresponding to each main effect and the third involving
the interaction (joint effect) of the two 1Vs.

HO: There are three, each corresponding to one of the effects of the study. Two of these involve the two main effects. For each
main effect the corresponding HO: is that the populations represented by the conditions (groups, samples) of that IV have the same
mean on the quantitative DV. The third involves the interaction, for which the HO: is that the effect of each IV is the same for both
conditions (groups, samples) of the other IV.

To reject HO:is to say that the populations represented by the conditions of that IV (for each main effect), or combination of IVs (for
the interaction) have different means on the quantitative DV.

The data: The data for this example are taken from a study that looked at the joint influence upon vocabulary test performance of
the method used to study and the familiarity of the words. Five subjects were randomly assigned to each of four conditions of this
factorial design (familiar words studied using definitions, familiar words studied using literature passages, unfamiliar words studied
using definitions, and unfamiliar words studied using literature passages).

Here are the data from 20 subjects. For each, the Type of Study condition (D = Definition and P = passage) and the Word Type
condition (F = familiar and U = unfamiliar) are given along with their score on the 20-word vocabulary test. The number of subjects in
each IV conditions is represented as n (n = 5 in each of these conditions), the number of Type of Study conditions is represented as a
(a =2 for these data), the number of Word Type conditions is represented as b (b = 2 for these data) and the total number of subjects
isrepresentedasN(N=a*b*n = 2*2*5 = 20, for the example data).

F,D 16; U P, 8, UD, 11; F, P, 14; F P, 14, U P,6; U D 10; F, D 16; U P, 7; F, D, 13;
u, b 12, F, P15, F D 12; U P, 9; F D 15; U, D 11; U D 14; F P, 12, U P,6; F P, 12

Research Hypothesis: The researcher's three hypotheses were: 1) there would be a main effect for Word Type, students would
have better overall vocabulary scores with familiar than with unfamiliar words, 2) there would be a main effect for Type of Study,
students would have better overall vocabulary scores following practice using definitions than using literature passages, 3) there
would be an interaction of Word Type and Type of Study; for familiar words the two types of study would work equally well, but for
unfamiliar words study of definitions would lead to better vocabulary scores than would study using literature passages.

HO: for this analysis: There are three: 1) there is no main effect for Word Type, 2) there is no main effect for Type of Study, and
there is no interaction of Word Type and Type of Study.



Step 1 Assemble the data for analysis. Rearrange the data so that the subjects in each IV condition arein the same condition.
There should be as many columns asthere conditions in the "A" IV and as many rows as there are conditions in the "B" IV.
Be sure each subject is in the cell that corresponds to their combination of IV conditions. Assign subject numbers consecutively
within each IV condition (if your subjects are already assigned numbers in your data you may use them - the values of the
subjects numbers doesn't influence the computation of F.

Type of Study (A)

Definition (al) Passage (a2)
Word Type (B)
Subject # al,bl Subj ect # a2, bl
1 16 6 14
Familiar (bl) 2 16 7 14
3 13 8 15
4 12 9 12
5 15 10 12
Subject # al, b2 Subj ect # a2, b2
11 11 16 8
Unfam liar (b2) 12 10 17 6
13 12 18 7
14 11 19 9
15 14 20 6
Step 2 Compute the squared score for each subject and place in a column next to their scores.
Type of Study (A
Definition (al) Passage (a2)
Word Type (B)
Subj ect # al, bl X2 Subj ect # a2, bl X2
1 16 256 6 14 196
Fam [iar (bl) 2 16 256 7 14 196
3 13 169 8 15 225
4 12 144 9 12 144
5 15 225 10 12 144
Type of Study (A
Definition (al) Passage (a2)
Subj ect # al, b2 X2 Subj ect # a2, b2 X2
11 11 121 16 8 64
Unfamiliar (b2) 12 10 100 17 6 35
13 12 144 18 7 49
14 11 121 19 9 81
15 14 196 20 6 36



Step 3 Compute SX, SX2, the mean and sum of squares for each condition (following the formulas shown in the Descriptive
Statistics section earlier) and complete the following table.

Type of Study (A)

Definition (al) Passages (a2)
Word Type (B)
SX 72.00 SX  67.00
Fam | iar SX2 1050. 00 SX2 905. 00
(b1) _ _
X 14. 40 X 13.40
SS 13. 20 SS 7.20
SX 58. 00 SX  36.00
Unfam |iar SXz2 682. 00 SX2 265. 00
(b2) _ _
X 11. 60 X 7.20
SS 9.20 SS 6.80
Step 4 Compute SStoa
(SX)?2 (72 + 67 + 58 + 36)2
SStotar = SX2 - - = (1050 + 905 + 682 + 265) - ------------aoao---
N 20
2332
= 2902 - ------ = 2902 - 2714.45 = 187.55
20

Step 5 Compute SSeror (also called SSwithin OF SSwe)
SSeror = (SSai b1 * SSaz b1 + SSa1p2 + SSazp2) = 13.20 + 7.20 + 9.20 + 6.80 = 36.40

Step 6 Compute dferor (also called dfwitnin Or dfwe)

df gror = a*b* (n1) = 2*2* (51 = 2*2*4 = 16

Step 7 Compute MSenor (also called MSwitin OF MS wa)



Step 8 Compute SSa (Sum of squares to test for a main effect of the A independent variable)
(Sum of squares for the main effect of studying using Definitions versus Passages)

(SXat,b1 + SXa1,02)2  + (SXaz,p1 + SXaz,b2) 2 (SX)2
SSA = e A -
b * n N
(72 + 58 )2 + (67 + 36)2 16900 + 10609
S L 2714.45 = ceeeooo. . 2714.45 = 36.45
2 * 5 10

Step 9 Compute dfa (degrees of freedom for the main effect of the A independent variable)

df, = a-1 = 2-1 = 1

Step 10 Compute MSa (Mean square to test for a main effect of the A independent variable)

MSa 36. 45
Fo = --------- = ------- = 15.97
NSError 2.28
Step 12 Use F Table to determine the critical value of F for a = .05 and the appropriate degrees of freedom

Nuner at or degrees of freedom= df, =1 and
Denom nat or degrees of freedom = df g, = 16,

F(1, 16, a = .05) = 4.49

Step 13 Compare the obtained Fa and critical F, and determine whether to reject or retain the null hypothesis, following the same
procedures we used with the other F-tests.

For the exanple data, we would decide to reject the null hypothesis, because the
obtai ned F value of 15.97 is larger than the critical F value of 4.49. This tells us
that, overall, participants who studied synonyns performed better than did those who
studi ed passages (as hypot hesi zed).

Step 14 Compute SSg (Sum of squares to test for a main effect of the B independent variable)
(Sum of squares for the main effect of studying Familiar versus Unfamiliar words)

(SXp1,a1 + SXp1,a2) 2  + (SXpz,a1 + SXp2,a2) 2 (SX)?2
SSg = < emmmm eI R =
a*n N
= (72 + 67)2 + (58 + 36)2 19321 + 8836
--------------------------- - 2714.45 = a-e-eeeea---- . 2714.45 = 101.25
2*5 10



Step 16 Compute MSa (Mean square to test for a main effect of the B independent variable)
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Step 18 Use Table F to determine the critical value of F for a = .05 and the appropriate degrees of freedom

nuner at or degrees of freedom = dfg 1 and denom nat or degrees of freedom =
df gror = 16,

F(1, 16, a = .05) = 4.49

Step 19 Compare the obtained Fg and critical F, and determine whether to reject or retain the null hypothesis.

For the exanple data, we would decide to reject the null hypothesis, because the
obtained F value of 4.41 is larger than the critical F value of 4.49. This tell us that,
overall, participants perforned better with famliar than with unfamliar words.

Step 20 Compute SSeect (A combination of the SS due to the main effects and the interaction)

(SXo1,a1) 2 + (SXo1,a2) 2 + (SXpz,a1) 2 + (SXp2, a2) 2 (SX) 2
SSEffect - TTTT ST TS TS TTTTTTTTTTTTTTTTTTTTT T T T - Tttt
n N
= 722 + 672 + 582 + 362 5184 + 4489 + 3364 + 1296
----------------------- - 2714.45 = oo e e e e oo - oo - 271445 = 152,15

5 5
Step 21 Computational check

SStotat = SSgfect t+ SSgrror 188. 55 = 152. 15 + 36. 40

Step 22 Compute SSas (Sum of squares to test for an interaction of the A and B independent variables)

SSas = SSeffect - SSa - SSg = 152.15 - 36.45 - 101.25 = 14.45

Step 23 Compute dfag (degrees of freedom for an AB interaction)

dfas = (@a-1)*(b-1) = 2-1)*(2-1) =1

Step 24 Compute MSag  (Mean square to test for an AB interaction)

SSas 14.45
MSag = ----- = -——--—- = 14.45
dfas 1

Step 25 Compute Fag (F-test for the AB interaction)

MSas 14.45
FAB = mmmmmmmes T e = 6.34



MS Error 2.28

Step 26 Use Table F to determine the critical value of F for a = .05 and the appropriate degrees of freedom
numerator degrees of freedom = dfas =1 and denominator degrees of freedom = dfemor = 16,
F(1, 16, a = .05) = 4.49

Step 27 Compare the obtained Fag and critical F, and determine whether to reject or retain the null hypothesis.

For the example data, we would decide to reject the null hypothesis, because the obtained F value of 6.34 is larger than the
critical F value of 4.49. (We'll look at the pattern of this interaction below).

Step 28 Preparing the Summary Table (Also called a Source Table)

The Summary Table for a factorial design looks very much like the one for an independent groups ANOVA, except that
there are two main effects and an interaction presented. The values come from the ANOVA example. The table on the left shows

which steps in the analysis produced each value, while the one on the right shows the actual values. df = degrees of freedom, SS =
sum of squares, and MS = mean squares

Computational steps

Source df SS MS F Source df SS MS F p.

A 9 8 10 11 A 1 36.45 36.45 15.97 <.05

B 15 14 16 17 B 1 101.25 101.25 44.41 <.05

AB 25 24 26 27 AB 1 1445 1445 6.34 <.05
Error 6 5 7 Error 16 36.40 2.28

Total 4 Total 19 187.55

Computing and using LSD to Describe the Pattern of the Interaction and "Check-up" on the Main Effects

Step 1 Obtain the dfgor from analysis
From t he exanpl e dat a, df gror = 16
Step 2 Use Table t to determine the critical value of t for a = .05 with dfgo;. (Sometimes, with larger df, the table
doesn't include the df you are looking for. When this happens, just use the next smaller df that is included on
the table. For example, if you had df = 33, you would use the t for df = 30.)
t (16, a = .05 = 2.12
Step 3 Obtain the MSg,o; from the analysis

From the exanple data, MSg., = 2.28

Step 4 Obtain n, the number of subjects in each "condition" of the design. If there is an unequal number of subjects
in the different IV conditions, use the average number of subjects in the conditions.

From the example data, n=5



Step 5 Compute the specific d_sp -- the minimum significant pairwise mean difference, based on the
LSD procedure.

t * A2 * MBaror) 2.12 * O (2 * 2.28)

Step 6 Build the table of cell means and marginal means and use <, > and = to describe each set of simple effects.

Type of Study (A

Definition (al) Passages (a2)
Word Type (B)
Fam |iar 14. 40 13. 40 13.90
(b1)
Unfamiliar 11. 60 7.20 9. 40
(b2)
13.00 10. 30

Step 7 Describe the pattern of each set of simple effects. Note: Only one set of simple effects will be used to
describe the pattern of the interaction, but each is necessary to determine whether the corresponding main
effect is descriptive or misleading.

For the sinple effect of Type of Study for each Word Type: Definition = Passages
for Famliar words (the difference between 14.40 and 13.40 is smaller than the LSD
val ue of 2.02, whereas Definition > Passages for Unfam liar words (the difference
between 11.50 and 7.20 is larger than the LSD val ue of 2.02).

For the sinple effect of Word Type for each Type of Study: Familiar > Unfanmliar
when Definitions were studied (the difference between 14.40 and 11.60 is larger than
the LSD value of 2.02), and Familiar > Unfanmiliar when Passages were studied (the
di fference between 13.40 and 7.20 is larger than the LSD value of 2.02), however the
effect is larger for Passages (13.4 - 7.20 = 6.20) than for Definitions (14.4 - 11.6 =
2.8).

Describing the Results of the Factorial Analysis

There is a lot of information to organize and present when describing the analysis of a factorial design! Here is a summary of the
information and the order of presentation. You will notice that although we computed the F-tests for the main effects first, we report
the results of the interaction first. There are two reasons for this: 1) Usually in a factorial design the primary research question is
about the presence and pattern of the interaction -- present first what you want the reader to focus their attention upon, 2) if the
interaction is significant, then we know that one or both of the main effects might be potentially misleading.

First, we will report whether or not there is a significant interaction and the F-information
-- if there is an interaction, we then report one set of simple effects to describe the interaction pattern
-- if there is a research hypothesis about the pattern of the interaction, we should select the set of simple effects which
directly addresses that hypothesis.

Second, we will report whether or not there is a main effect for one of the Vs, and the F-information
-- if there is a research hypothesis about that main effect, we should describe whether or not the results support that
researchhypothesis
-- if there is an interaction, we would then report whether or not that main effect is descriptive or is potentially misleading, by
comparing it with the pattern of the corresponding simple effects

Third, we will report whether or not there is a main effect for the other IVs, and that F-information
-- if there is a research hypothesis about that main effect, we should describe whether or not the results support that
research hypothesis



-- if there is an interaction, we would then report whether or not that main effect is descriptive or is potentially misleading, by
comparing it with the pattern of the corresponding simple effects

Here are the researcher's hypotheses and how we might report the results of these analyses.
The researcher's hypotheses were: 1) there would be a main effect for Word Type, students would have better overall vocabulary
scores with familiar than with unfamiliar words, 2) there would be a main effect for Type of Study, students would have better overall
vocabulary scores following practice using definitions than using literature passages, 3) there would be an interaction of Word Type
and Type of Study; for familiar words the two types of study would work equally well, but for unfamiliar words study of definitions
would lead to better vocabulary scores than would study using literature passages.

A between groups factorial ANOVA was designed to examine how Type of Study and Word Type relate to performance on a
vocabulary test. Table 1 summarizes the data form the analysis.

There is an interaction of Word Type and Type of Study as they vocabulary,F(1,16) = 6.34, p<.05, MSe = 2.28. As hypothesized,
the pattern of that interaction was that with Familiar Words there was no simple effect of Type of Study, however with Unfamiliar
Words study using definitions led to better vocabulary performance than did study using Passages.*

There was a main effect of Type of Study (F(1,16) = 15.97, p<.05), with better overall performance following study using
Definitions than using Passages. However, analysis of the simple effects of Type of Study revealed that this pattern of data was
true only for Unfamiliar words. There was no Type of Study simple effect for Familiar words.

There was a main effect of Word Type, F(1,16) = 44.41, p<.05) with better overall performance with Familiar than with Unfamiliar
words. Analysis of the simple effects of Word Type revealed that this pattern resulted with bothstudy using Definitions and using
Passages.

Cell mean comparisons were based on the LSD minimum mean difference value of 2.02).

Table 1.
Vocabulary performance data.

Type of Study

Definition Passages
Word Type
Fam |iar 14. 40 13. 40 13. 90
Unfam |iar 11. 60 7.20 9. 40

13. 00 10. 30



Table F: ANOVA (F-tests) Critical values of Ffora =.05& a =.01

Numerator df
Denominator
df a 1 2 3 4 5 6

1 .05 161 200 216 225 230 234

2 .05 185 190 19.2 192 193 193
.01 985 99.0 99.2 99.2 99.3 99.3

3 .05 10.1 955 9.28 912 9.01 894
.01 341 308 295 287 282 279

4 .05 771 694 659 6.39 6.26 6.16
.01 212 180 16.7 16.0 155 152

5 .05 6.61 579 541 519 505 495
.01 163 133 121 114 110 10.7

6 .05 599 514 476 453 439 4.28
.01 137 109 9.78 9.15 8.75 8.47

7 .05 559 474 435 412 397 3.87
.01 122 955 845 785 746 7.19

8 .05 532 446 407 384 3.69 358
.01 113 865 759 7.01 6.63 6.37

9 .05 512 426 3.86 3.63 3.48 3.37
.01 10.6 8.02 6.99 642 6.06 5.80

10 .05 496 410 3.71 3.48 333 3.22
.01 100 756 6.55 599 564 5.39

11 .05 484 398 359 336 320 3.09
.01 965 721 6.22 567 532 5.07

12 .05 475 389 349 326 3.11 3.00
.01 933 693 595 541 506 4.82

13 .05 467 381 341 318 3.03 292
.01 9.07 670 574 521 486 4.62

14 .05 460 374 334 311 296 2.85
.01 886 651 556 504 469 4.46

15 .05 454 368 329 3.06 290 2.79
.01 868 636 542 489 456 4.32

16 .05 449 363 324 301 285 274
.01 853 6.23 529 477 444 4.20

17 .05 445 359 320 296 281 270
.01 840 6.11 518 4.67 434 4.10

18 .05 441 355 316 293 277 2.66
.01 829 6.01 509 458 425 401



Numerator df

Denominator

df

19

20

22

24

26

28

30

40

60

120

200

a

.05

.01

.05

.01

.05

.01

.05

.01

.05

.01

.05

.01

.05

.01

.05

.01

.05

.01

.05

.01

.05

.01

.05
.01

1

4.38
8.18

4.35
8.10

4.30
7.95

4.26
7.82

4.23
7.72

4.20
7.64

4.17
7.56

4.08
7.31

4.00
7.08

2

3.52
5.93

3.49
5.85

3.44
5.72

3.40
5.61

3.37
5.53

3.34
5.45

3.32
5.39

3.23
5.18

3.15
4.98

4

3.13
5.01

3.10
4.94

3.05
4.82

3.01
4.72

2.98
4.64

2.95
4.57

2.92
451

2.84
4.31

2.76
4.13

5

2.90
4.50

2.87
4.43

2.82
4.31

2.78
4.22

2.74
4.14

271
4.07

2.69
4.02

2.61
3.83

2.53
3.65

6

2.74
4.17

271
4.10

2.66
3.99

2.62
3.90

2.59
3.82

2.56
3.75

2.53
3.70

2.45
3.51

2.37
3.34

2.63
394

2.60
3.87

2.55
3.76

251
3.67

2.47
3.59

2.45
3.53

2.42
3.47

2.34
3.29

2.25
3.12

392 3.07 268 245 229 217
6.85 479 395 348 317 296

3.89 3.04 265 242 226 214
6.76 4.71 3.88 341 311 2.89

3.84 3.00 260 237 221 210

6.65 4.61 3.78 3.32 3.02 250



Critical values of t fora = .05 &a =.01

df a=.05 a=.01
1 12.71 63.66
2 4.30 9.92
3 3.18 5.84
4 2.78 4.60
5 2.57 4.03
6 2.45 3.71
7 2.36 3.50
8 2.31 3.36
9 2.26 3.25

10 2.23 317
11 2.20 3.11
12 2.18 3.06
13 2.16 3.01
14 2.14 2.98
15 2.13 2.95
16 2.12 2.92
17 2.11 2.90
18 2.10 2.88
19 2.09 2.86
20 2.09 2.84
21 2.08 2.83
22 2.07 2.82
23 2.07 2.81
24 2.06 2.80
25 2.06 2.79
26 2.06 2.78
27 2.05 2.77
28 2.05 2.76
29 2.04 2.76
30 2.04 2.75
40 2.02 2.70
60 2.00 2.66
120 1.98 2.62

¥ 1.96 2.58



