The ANOVA for Dependent Groups -- Analysis of k-Within (or Matched)-Group Data with a Quantitative Response
Variable

Application: This statistic has two applications that can appear very different, but are really just two variations of the same statistical
guestion. In one application the same quantitative variable is measured under two or more different conditoins from the same sample
(or from two or more samples that have been matched on some important variable). In the other application, two or more comparable
guantitative variables are measured from the same sample (usually at the same time). In both applications, the dependent ANOVA is
used to compare the means of the quantitative variables. Thus, ANOVA is very much like a t-test, except that it can be applied to either
2 groups or to larger designs.

There are two specific versions of the HO:, depending upon whether one characterizes the data as representing a single
population under two or more different conditions (e.g., comparing treated vs. not treated or comparing different treatments -- some
consider this a representation of two or more different populations) or as representing comparable variables measured from a single
population (as in the example below). Here are versions of the HO: statement for each of these characterizations.

HO: The population represented by the sample has the same mean on the quantitative variable under the "k"conditions.

To reject HO:is to say that the population represented by the sample has different means under the "k" conditions.

HO: The population represented by the sample has the same mean on the "k" different quantitative measures.

To reject HO:is to say that the means of the "k" variables are different in the population represented by the sample.

The data: In this analysis (which corresponds to the second application described above) the quantitative variable is the number of
each of three types of animals (fish, reptiles, or mammals). From our database, we use three variables reptnum (number of

reptiles on display), fishnum (number of fishon display) and mamlnum (number of mammals on display). These scores are shown
for the 12 stores below (reptnum, fishnum, maminum).

12,32,34 14,41,38 15,31,45 12,38,32 7,21,12 4,13,11
10,17,22 4,229 14,2420 4,11,8 517,19 10,20,8

Research Hypothesis: The data come from the Pet shop database. The researcher hypothesized that stores would tend to
display more fish than other types of animals, fewer reptiles, and an intermediate number of mammals.

HO: for this analysis: Pet stores display the same mean number of reptiles, fish and mammals.

Step 1 Rearrange the data so that scores from each participant are in the appropriate columns, one for each condition.

reptnum (k1)  fishnum (k) mamlnum (k3)
X X X
12 32 34
14 41 38
15 31 45
12 38 32
7 21 12
4 13 11
10 17 22
4 22 9
14 24 20
4 11 8
5 17 19

10 20 8



Step 2 Compute the subject total for each participant by adding together their scores from the different conditions or variables. Then
compute the square of this total.

reptnum (k;)  fishnum (kz) maminum (k3)  Subject total

X X X S &2
12 32 34 78 6084
14 41 38 93 8649
15 31 45 91 8281
12 38 32 82 6742
7 21 12 40 1600
4 13 11 28 784
10 17 22 49 2401
4 22 9 35 1225
14 24 20 58 3364
4 11 8 23 529
5 17 19 41 1681
10 20 8 38 1444

Step 3 Compute the square of each score (but not the Subject Total) and place it in an adjacent column.

reptnum (ki)

fishnum (k2)

maminum (k3)

Subject total

X X X x2 X X S S?
12 144 32 1024 34 1156 78 6084
14 196 41 1681 38 1444 93 8649
15 225 31 961 45 2025 91 8281
12 144 38 1444 32 1024 82 6742
7 49 21 441 12 144 40 1600
4 16 13 169 11 121 28 784
10 100 17 289 22 484 49 2401
4 16 22 484 9 81 35 1225
14 196 24 576 20 400 58 3364
4 16 11 121 8 64 23 529
5 25 17 289 19 361 41 1681
10 100 20 400 8 64 38 1444

Step 4 ComputeSX and SXz2for each condition or variable and the SS2 (the sum of the squared Subject totals).

SX

SX?

SS2 = 42766

1227

rept num (ki)

287

7879

fishnum (ky)

mam num ( kg)

258

7368



Step 5 Compute SStoa -- Please note: N = the total number of data values (not the number of participants)

SSTot al

N

(&X2 + aX?2 + aXe?) -

(B X + 8 Xz + & Xca)?

(111 + 287 + 258)2

= (1227 + 7879 + 7368) - ------------------ = 16474 - ------
36 36
430336
= 16474 - -------- = 16474 — 11953.78 = 4520.22
36

Step 6 Compute SScond (also called SSesect Or SSiv for experimental data) -- Please note: n = the number of participants (data
values in each condition). Also, you should notice that the “right side” of this step is the same as for Step 5.

(SXk1)2 + (SXk2)2 + (SXka3)?2 (&Xk1 + @Xk2 + 8X3) 2
SSoond = -t el
n N
1112 + 2872 + 2582 (111 + 287 + 258)2
12 36
12321 + 82369 + 66564 161254
S . © 11953.78 = -----o-o- - 11953.78 =
12 12

13437.83 — 11953.78

1484. 05

Step 7 Compute SSsunect  YOU should notice that the “right side” of this step is the same as in Steps 5 & 6.

SS? (&Xi1 + &2 + 8X¢3) 2 42766
SSeupject = ----- e = e - 11953.78
k N 3
= 14255.33 — 11953.78 = 2301.55

Step 8 Compute SSeror (also called SSresidual)

SSerror = SStotal - SSwnd - SSsubject = 4520.23 — 1484.05 - 2301.55 = 734.63
Step 9 Compute dfcond (also called dfa)
df gog = k-1 = 3 -1 =2



Step 10 Compute MScond

SSiv 1484. 05

Step 11 Compute dfrem Remember, N = total number of data values.
df fotaa = N- 1 = 36 -1 = 35

Step 12 Compute dfsusjects Remember, n = number of participants

df sipjects = n -1 = 12 - 1 =11

Step 13 Compute dferor  (also called dfresiduar)

df gror = dfota - df ond - deubjects = 3 -2-11 = 22

Step 14 Compute MSgror  (also called MSkresidual)

SSkrror 734. 63
MSgrror =  m----------- L = 33.39
df Error 22
Step 15 Compute the omnibus F (also called the obtained F)
MBaond 742.03
F = ------meae-- = -------- = 22.22
MSg ror 33. 39

Step 16 Use Table F to determine the critical value of F for a = .05 and the appropriate degrees of freedom

numer at or degrees of freedom = df gpng = 2 and denomi nat or degrees of
freedom = df ;o = 22, F(2, 22, a =.05) = 3.44

Step 17 Compare the obtained F and critical F, and determine whether to reject or retain the null hypothesis.

-- if the obtained F is less than the critical F, then retain the null hypothesis -- conclude that the population represented by the

sample has the same mean under the different conditions (or have the same mean on the different quantitative variables)

-- if the obtained F is greater than the critical F, then reject the null hypothesis -- conclude that the population represented by
sample has different means under the different conditions (or have have different mean scores on the different guantitative
variables)

For the exanple data, we would decide to reject the null hypothesis, because
the obtained F value of 22.22 is larger than the critical F value of 3.44.



Step 18 IF you reject the null hypothesis, determine whether the pattern of the mean differences completely supports, partially
supports, or does not support the research hypothesis.

-- IF you reject the null hypothesis, AND if the pattern of means agrees exactly with the research hypothesis, then the
research hypothesis is completely supported.

-- IF you reject the null hypothesis, AND if part of the pattern of means agrees with part of, but not all of the research
hypothesis, then the research hypothesis is partially supported.

-- IF you retain the null hypothesis, OR if you reject the null BUT no part of the pattern of means agrees with the research
hypothesis, then the research hypothesis is not at all supported.

By the Way: To properly determine if the hypothesized pattern of mean differences was found, one should perform pairwise
comparisons (using one of the procedures described in the next section); the report of the results given below
are based on informal “inspection” of the means.

By the Way: Usually the researcher hypothesizes that there is a difference between the conditions (or quantitative variables).
Sometimes, however, the research hypothesis is that there is NO difference between the conditions. If so, the research hypothesis
and HO: are the same! When this is the case, retaining HO: provides support for the research hypothesis, whereas rejecting HO:
provides evidence that research hypothesis is incorrect.

The researcher hypothesized that stores would tend to display nore fish than
ot her types of animals, fewer reptiles, and an internmedi ate nunber of manmmals. This
“translates” into an expected pairwi se difference between all pairs of animal types
fish > mammals > reptiles (with the inplication that fish > reptiles).

Based on inspection of the neans, we would conclude there is only PARTI AL SUPPORT
for the research hypothesis. Mrre fish than reptiles were displayed and al so nore
manmal s than reptiles were di splayed. However, contrary to the research hypothesis,
there was not much of a difference between the average nunber of fish and mammal s
di spl ayed.

Step 19 Preparing the Summary Table (Also called a Source Table)

The Summary Table for a dependent groups design looks a bit different than the one for independent groups ANOVA that
you learned about last time, because we have to add a row for the "subjects” source of variance. The values come from the ANOVA
example. The table on the left shows which steps in the analysis produced each value, while the one on the right shows the actual
values. df =degrees of freedom, SS = sum of squares, and MS = mean squares

Comput ati onal steps

|
Source df SS VS F p | Source df SS VS F p
I

Cond 9 6 10 15 17 | Cond 2 1484.05 742.03 22.22 < .05
|

Subj 12 7 | Subj 11 2301. 55
|

Error 13 8 14 | Error 22 734.63 33.39

|
Tot al 11 5 | Total 35 4520. 22



Step 20 Describing the results of the Dependent Groups Analysis of Variance-- be sure to include the following

Name the quantitative variables and tell the mean and standard deviation for each

The F-value, df (in parentheses) and p-value (p < .05 or p >.05).

Describe the pattern of the data (which group(s) has the larger mean, if there is a significant difference)
Whether or not the results support the research hypothesis

Please remember, this description of the data is based upon inspection of numerical differences among the means and not the
formal "follow-up" analyses you will learn about later.

There was a significant difference among the means of the three types of animals, F(2,22) = 22.22, p < .05,
MSE = 33.39. Inspection of the means revealed that, consistent with the research hypothesis, more fish (M = 23.92,
SD = 9.61) than reptiles (M = 9.25, SD = 4.27) were displayed on average and also more mammals (M = 21.50, SD =
12.87) than reptiles were displayed on average. However, contrary to the research hypothesis, there was not much of
a difference between the average number of fish and mammals displayed.

Here is the same thing using a Table to present the univariate statistics.

Table 1 sunmarizes the data for the nunmbers of animals displayed at the stores.
There was a significant difference anong the neans of the three types of aninals,
F(2,22) = 22.22, p < .05 MSE = 33.39. Inspection of the means reveal ed that,
consistent with the research hypothesis, nore fish than reptiles were displayed on
average and al so nmore nanmals than reptiles were displayed on average. However,
contrary to the research hypothesis, there was not nuch of a difference between the
average nunber of fish and mamual s di spl ayed.

Table 1
Number of animals of each type displayed in the pet stores.

Type of Animal

Number of Animals Displayed Fish Mammals Reptiles

23.92 21.50 9.25

<

9.61 12.87 4.27

|U)
W)




Table F: ANOVA (F-tests) Critical values of Ffora =.05& a =.01

Numerator df
Denominator
df a 1 2 3 4 5 6

1 .05 161 200 216 225 230 234

2 .05 185 190 19.2 192 193 193
.01 985 99.0 99.2 99.2 99.3 99.3

3 .05 10.1 955 9.28 912 9.01 894
.01 341 308 295 287 282 279

4 .05 771 694 659 6.39 6.26 6.16
.01 212 180 16.7 16.0 155 152

5 .05 6.61 579 541 519 505 495
.01 163 133 121 114 110 10.7

6 .05 599 514 476 453 439 4.28
.01 137 109 9.78 9.15 8.75 8.47

7 .05 559 474 435 412 397 3.87
.01 122 955 845 785 746 7.19

8 .05 532 446 407 384 3.69 358
.01 113 865 759 7.01 6.63 6.37

9 .05 512 426 3.86 3.63 3.48 3.37
.01 10.6 8.02 6.99 642 6.06 5.80

10 .05 496 410 3.71 3.48 333 3.22
.01 100 756 6.55 599 564 5.39

11 .05 484 398 359 336 320 3.09
.01 965 721 6.22 567 532 5.07

12 .05 475 389 349 326 3.11 3.00
.01 933 693 595 541 506 4.82

13 .05 467 381 341 318 3.03 292
.01 9.07 670 574 521 486 4.62

14 .05 460 374 334 311 296 2.85
.01 886 651 556 504 469 4.46

15 .05 454 368 329 3.06 290 2.79
.01 868 636 542 489 456 4.32

16 .05 449 363 324 301 285 274
.01 853 6.23 529 477 444 4.20

17 .05 445 359 320 296 281 270
.01 840 6.11 518 4.67 434 4.10

18 .05 441 355 316 293 277 2.66
.01 829 6.01 509 458 425 401



Numerator df

Denominator

df

19

20

22

24

26

28

30

40

60

120

200

a

.05
.01

.05
.01

.05
.01

.05
.01

.05
.01

.05
.01

.05
.01

.05
.01

.05
.01

.05
.01

.05
.01

.05

.01

1

4.38
8.18

4.35
8.10

4.30
7.95

4.26
7.82

4.23
7.72

4.20
7.64

4.17
7.56

4.08
7.31

4.00
7.08

2

3

4

352 3.13 290

5.93

3.49
5.85

3.44
5.72

3.40
5.61

3.37
5.53

3.34
5.45

3.32
5.39

3.23
5.18

3.15
4.98

5.01

3.10
4.94

3.05
4.82

3.01
4.72

2.98
4.64

2.95
4.57

2.92
451

2.84
4.31

2.76
4.13

4.50

2.87
4.43

2.82
4.31

2.78
4.22

2.74
4.14

271
4.07

2.69
4.02

2.61
3.83

2.53
3.65

5

2.74
4.17

271
4.10

2.66
3.99

2.62
3.90

2.59
3.82

2.56
3.75

2.53
3.70

2.45
3.51

2.37
3.34

6

2.63
394

2.60
3.87

2.55
3.76

251
3.67

2.47
3.59

2.45
3.53

2.42
3.47

2.34
3.29

2.25
3.12

392 3.07 268 245 229 217
6.85 479 395 348 317 296

3.89 3.04 265 242 226 214
6.76 4.71 3.88 341 311 2.89

3.84 3.00 260 237 221 210

6.65 4.61 3.78 3.32 3.02 250



