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Psyc492  Multiple Regression Hypothses Testing Tour 

 

These data were obtained from group of graduating High School seniors from a large eastern school district.  All of the 
students in the data base went to college the fall after they graduated high school.  The data for the predictor variables 
were all collected the week before high school graduation, or were taken from their high school transcript. Each student 
was contacted at the end of their first semester of college to collect the criterion variables. 

 

Criterion variables  →  College Performance  (1st semester gpa)      

Predictor variables  →  High School Performance variables (standardized tests in reading, writing, math, science  
    and civics) 

➔ Demographic variables (Neighborhood they grew in urban/riral, Socioeconomic Status, 
Locus of Control (higher is more external)  

 

Lets take a look at four of the major kinds of “hypothesis testing” used in multiple regression 

• #1 Building a single model 

• #2 Comparing nested models 

• #3 Comparing non-nested models 

• #4 Comparing a model across populations 

 

Before we start testing models!! 

• Always look at the frequencies, mean, std, skewness, minimum value and maximum value of each 
variable to see if there is anything “squirrely”  (negative values, a multiple-category variable, 
substantial skewing) and how it may influence how you analyze the data and your results 

• Also, get the correlations -- all of them 
o Correlations between the criterion  
o Correlations of each criterion with all the predictors 
o Correlations among the predictors (called collinearities)  
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#1 – Getting a single model, using “all the predictors” and one criterion 

Let’s start with the performance variable (gpa) as the criterion variable. 

When we say “all the predictors” we don’t mean “every variable” or even “all the variables in the data set”, 
we mean “all the variables we have decided to include”. 

Analyze → Regression → Linear 

 

 

Load in the criterion and the predictors and click “OK” 
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The Model Summary table tells us the R-square of the model  (what proportion of the variance in the criterion  
         is accounted for by the predictor model) 

• This model accounts for about 63% of the variance in the criterion – a very strong model. 

 

ANOVA table reports the test of whether the H0: that   R-square = 0 

• The p-value tells us to reject that null and conclude that the “model works better than is expected by 
chance, taking the sample size into account”  
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These are the “regression weights” or “coefficients” – we will use these to interpret the model 

 

Note which predictors have significant loadings (H0: B = 0) 

• Reading, writing and Math have (positive) significant regression weights – which means that these 
have “unique contributions to the model”. 

 

The “Beta weights” can be used to consider the “relative importance” of the contributing predictors.  

• Reading seems to be somewhat more important to the model than the other two significant 
predictors. 

 

We would conclude that the model “works” and that Reading, Writing and Math have significant 
independent contributions to the model! 

 

If we had specific hypotheses about which variables do and don’t contribute to the model, we would test 
those using the regression weights and significance test shown here. 
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#2 – Comparing nested models  

Since the criterion variable is college performance, it makes sense to predict college performance from high 
school performance!  But, do the other variables in the model (demographic and “personality” variables) “add 
anything”?  To do this, we will test nested models! 

Full model →  reading, writing, math, science, civics, neighborhood, ses, high school prog & Locus of control 

Reduced model (the model we want to test if it is “sufficient”) → reading, writing, math, science &civics 

 

First we’re going to build the “reduced model”, with just the five high school performance variables, This is 
the “reduced model” because it only has a subset of the predictors in it. 

Analyze → Regression → Linear 

 

Put in 
College Performance as the criterion (Dependent). 
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Put in  five high school performance as the predictors (Independents). 

This is the “reduced model” because it only has a subset of the predictors in it.  Then click “Next” 

It should now say “Block 2 of 2” 

Then, we will build the “full model” by adding in the four demographic and personality variables.  This will be 
the “full model” because it has all nine of the predictors in it. 

 

 

 

Put in the four additional demographic and personality variables.  

 

This is making the “full model” by adding in “the rest of the variables” 
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Now click on the “Statistics” button. 

 

 

 

 

 

Be sure that all of these are checked 

• Estimates 

• Model fit 

• R squared Change 

Then click “Continue” on this window and “OK” on the main Linear Regression window. 
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Here’s the first part of the output – you have to read these two tables together to understand each model and 
their comparison.

 

 

 

What about the first model (the reduced model with only the high school performance variables)? 

• Look at the Model Summary table – first row.  It tells us (on the left) that the reduced model with the five 
high school performance variables accounts for 62.9% of the variance in college grades 

• Look at the top part of the ANOVA – first 3 rows.  It tells us that this model “works” (p= .000). 

 

What about the second model (the full model with the demographic and personality variables added in)? 

• Look at the Model Summary table – second ros.  It tells us (on the left) that the full model with all nine 
predictors in it accounts for 63.3%  of the variance in college grades. 

• Look at the bottom part of the ANOVA table – bottom 3 rows.  It tells us that the full model “works” 
(p=.000). 
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What about comparing the models (do the demographic and personality variables add anything to the 
reduced model using only the high school performance variables)? 

• Look at the Model Summary Table – right side, bottom row 

• This tells us that the full model (with all 9 predictors) accounts for .4% (R-square change = .004) more 
variance than the reduced model (with only the high school performance predictors). 

• The F- test tell us that there is no difference between the R-square of the two models (p = .858) 
 
 

So…  We would conclude that the reduced model including the 5 high school performance predictors “works 
as well” to predict College performance as does the full model that also includes the demographic and 
personality predictors. 
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Here is the rest of the output – it gives the regression weights for each model and their significance tests. 

 

 

 

Looking at Model 1 (the reduced model with the 5 high school performance predictors), we see that 
Reading, Writing, and Math contribute significantly to the model (have significant p-values) and Science & 
Civics do not. 

 

Looking at Model 2 (the full model with the 4 demographic and personality predictors added in with the 5 
high school performance predictors), we see that again, only Reading, Writing and Civics contribute to the 
model.  

Since none of the variables added in on the second step contribute to the model, it is easy to see why the 
model fit doesn’t improve when the demographic and personality variables are added. 
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#3 – Comparing non-nested models  

When comparing nested models, we usually end up specifying two different models: 1) the model defined by 
the reduced model (e.g., the 5 high school performance variables) and 2) the model defined by the variables 
added to the reduced model to form the full model (e.g., the 4 demographic and personality variables). 

In addition to asking if one set “adds to” the other, we will probably want to compare them – which model 
“does better”? 

To do that we will first run each model separately – to see how well each model works. Then we will need to 
get the correlation between the two models (SPSS makes this really easy). Finally, we will use the Computator 
to perform a Steiger’s Z-test to compare the two models, to see if one “accounts for the criterion” better? 

Analyze → Regression → Linear 

 
First → Getting the High School Performance model (and the predicted criterion values from it) 

 

Analyze → Regression → Linear 

This will look like the first step of the last analysis but I always do it over to I have things together in the output 
window). 

 

Select the Dependent variable and then select the high school performance variables.  

THEN → click on the SAVE button 
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Be sure to check “Unstandardized” box. 
 
SPSS will build the model, and then will use that 
model to calculate a “predicted college GPA” score 
for each person. 
 
We’ll need that later! 

Here’s the output for the High School Performance model 
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We see that the model has an R-square of .629, which is significant.  We can also see that (like before) only 
Reading, Writing and Science have significant contributions to the model.   

 

Later we will need the R from this analysis →  The R = .793 for the High School Performance  
                                                        model 

 
 

Second → Getting the Demographic and Personality model (and the predicted criterion values from it) 

This will different from anything we’ve run yet (we’ve never made a model just with these variables). 

 

Select the Dependent variable and then select the demographic and personality variables.  

THEN → click on the SAVE button 

 

 
Be sure to check “Unstandardized” box. 
 
Like on the last step, SPSS will build the model, and 
then will use that model to calculate a “predicted 
college GPA” score for each person. 
 
We’ll need that later! 
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Here’s the output for the Demographics & Personality model 

 

 

We see that the model has an R-square of .201, which is significant.  We can also see that only Socio economic 
level and Locus of Control have significant contributions to the model.   
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Later we will need the R from this analysis →  The R = .448 for the Demographics and   
          Personality model 

Third → We want to compare the R from the two models, to see if one is significantly larger than the other! 

We will do that using the Steiger’s Z-test page in the Computator,  Here’s what that part of the Computator 
looks like. 

 

 

 

 
To get the necessary values for this, we need the correlations of each model  --  r(1,2) & r(1,3).  And we also 
need the correlation between the teo models – r()2,3) .   

We found R = .793 for the 5 predictor High School Performance model 

We found R = .448 for the 4 predictor Demographic & Personality model 

All we need is the correlation between the two models! Remember that, when we got each model, we asked 
SPSS to compute and save the predicted score based on that model?  Well, the correlation between the 
predicted scores for the two models IS the correlation between the models!! 

If we look at the bottom of the data set, we will se two new variables – PRE_1  and PRE_2.  These are the 
predicted scores for each model. 
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I suggest editing the variable name of these, so you’ll know what they are in correlation output.  Here’s what I 
called them. 

 
 

So, to get the correlation between the models, we need only get the correlation between these predicted 
score variables 

We do that running a regular correlation.  I also added in the criterion variable, just to have all the values we 
need in one place… 

 

The results are… 



17 
 

 

 

The correlation of college performance and the High School Perf model of .793 matches the R from the High 
School Perf model from above. 

The correlation of college performance and the Demo & Personality model of .448 matches the R from the 
Demographics and Personalty model from above also. 

The correlation of the two models is the correlation between the two sets of predicted score – r = .538. 

We will also need the sample size – N = 118 

 

 

When we plug in the correlations and the N, get a Z-value of 5.574, which is significant with a p-value of 
.0000000.249. 
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We would conclude that models fit the data differentially well.  Specifically we would conclude that the 
High School Performance model predicts College GPA significantly better than does the Demographic and 
Personality model. 
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#4 -- Comparing a model across populations 

A lot of the time we are working with a single population and want do compare different models within that 
single population.  But, sometime, we have more that one population/group and want to know if a particular 
model “works differently” for two different populations/groups. 

There are two different questions we can ask about if a model “works differently” for two different 
populations: 

• Does the mode “work better” for one population versus the other?  Asking if the R-square of the model 
is higher for one population/group than the other? 

• Are the regression weights for the predictors in the model different for the two populations? 

What we are going to do is to get the same model for the two different groups and then make these two 
comparisons. 

The two populations/groups we are going to compare are those who were raised in an “Urban” versus raised 
in a “Rural” neighborhood’ 

The model we will use is the full model from above (without the Neighborhood variable – since it is the 
grouping variable). 

First → we have to “split” the sample into the two groups/populations.  To do that we will use the “Split 
File” function in SPSS. 

Date → Split File 

 

 

Click the “Compare groups” button 

Move the grouping variable into the window and click “OK” 

SPSS will sort the data into the two groups.  Every analysis you ask for will now be done twice – once on each 
group. 
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We request the multipe regression model just like before, but now it will do that analysis twice, once for the 
“Urban” neighborhood group and once for the “Rural” neighborhood group.  
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Here’s the first part of the output – for each group. 

 

 

 

The model has an R-square of .780 for Urban, which is significant. 

The model has an R-square of .583 for Rural, which is also significant 
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To test if the model fits one group/population better than the other, we will use the Computator to perform a 
Fisher’s Z-test of the correlations associated with each model 

Here’s what that part of the Computator looks like. 

 

 

 

Notice!  Even though we are intending to compare the R-square from the two models the Fisher’s Z-test 
compares the R values. 

Notice that the .883 and .763 are the R values (not the R-square values) from the Urban and Rural models, 
respectively. 

The “N” for each model is derived from the Total degrees of freedom (df) given in the ANOVA table for each 
model.  Total df = N-1, so…  N = Total df + 1 

The N for the Urban model is 49 + 1 = 50 

The N for the Rural model is 67 + 1 = 68 

With these values, we get a Z-value of 2.015 and a p of .0439 

We would conclude that the model works better for the Rural group than for the Urban group. 
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Here are the regression weights for the model applied to the two groups. 

 

 

 

We would conclude that the “structure” of the mode is different for the two groups. 

For the Urban model only Reading & Math have significant individual contributions. 

For the Rural model Reading, Writing, Math & Socio-Economic Status have significant individual contributions.   

Interestingly, even though the Rural model has more significant contributors, it has a poorer fit to the model 
(lower R-square). 
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Supplement to #4 – Defining “groups” with a quantitative variable 

Sometimes we will use a quantitative variable to define the “groups” we want to compare.  To do this we will 
“recode” the quantitative variable into a new variable that has two “groups”. 

There are three common ways of doing this.  Here’s an example of each. 

 

Using Previously Defined Values to Assign Groups 

Sometimes previous use of a variable has established “cutoff values” for defining groups.  Take for example, 
for the Internal/External Locus of control variable.  Sometimes people use this as a quantitative variable – 
people who have higher scores tend to attribute their success to “external forces” such as luck or other 
persons or groups, while people who have lower scores tend to attribute that they are responsible for their 
own success. However, “middle scores” on this variable tend to be sort of “mushy”, resulting from a 
combination of “internal” and “external” attributions. Some prefer to use the variable to identify 
“internalizers” and “externalizers”.  For the particular measure of I/E used in this study, previous research has 
led to the use of “.25” as a cutoff:  1) scores below -.25 define Internalizers, 2) scores above .25 define 
externalizers, and 3) people with scores between these cutoffs are not grouped (and are dropped from the 
analysis). 

We would do this in SPSS using   Transform → Recode Into Different Variables 

Highlight the locus of control variable and use the arrow to move it into the middle  box.  Then type the name 
of the new variable you are making in to the “Name” box  ( I chose the name INT1_EXT2, meaning that those 
identified as internal are coded 1 and those identified as external are coded 2). 

 

 

Then click the “Change” box 
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Then click on the “Old and New Values” box. 

Use the “Old Value” and “New Value” choices to define the groups. 

Lowest through -.25  →  1          .25 through highest → 2               “All other values” →  System Missing 

The click “Continue” and click “OK” on the Recode window. 

 

 

Here’s a frequency analysis for this new variable 

 

 

We identified 34 “internalizers”  & 55 “externalizers” and 29 cases were given missing values. 
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Using a “Median-Split” to Assign Groups 

One of the “classic” ways of turning a quantitative variable in to a 2-group variable is to divide the distribution 
of scores “in half”.  The median of a set of scores defines the value which has ½ of the data values smaller than 
it and ½ of the data values larger than it.   

First we have to get the median, and then we use that value to perform the recode. 

Analyze → Descriptive Statistics → Frequencies  

Move the quantitative variable we are starting with into the box. 

 

Then click on the “Statistics” box. 
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Be sure “Median” is checked.  Click  “Continue” and then click “OK” on the Frequencies window. 

 

Based on this, we’d use the value of .2150 to split the sample into two groups. 

 

Transform → Recode Into Different Variables 

Select the starting variable and name the new variable (IE_mdn means a median split of the Internal/External 
variable). 
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Use the median value of .2150 to identify the two groups. 

 

  

 

Here’s a frequency analysis of the new variable. 

 

 

We identified 59 “internalizers”  & 59 “externalizers”. 
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Using a “Outside-Splits” to Assign Groups 

Some people don’t like using a median split because people with very similar scores, but just above versus just 
below the median are “qualitatively different” (i.e., put into different groups).  To avoid this problem people 
will use “outside groups” or “extreme groups” and drop the “cases in the middle”.  Common versions of this 
are to take the upper and lower one-fourths or to take the upper and lower one-thirds. 

Here’s an example using Frequencies to obtain the values to split the sample into “thirds”.  Then we’ll use 
those values to identify the “top” and “bottom” of the distribution (and discard the middle third). 

Analyze → Descriptive Statistics → Frequencies  

Move the quantitative variable we are starting with into the box. 

 

Then click on the “Statistics” box. 

Be sure the “Cut points for” box is checked. Put “3” into the textbox, asking for the values to split the 
distribution into three equal groups 
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Click  “Continue” and then click “OK” on the Frequencies window. 

 

Here’s the output 

 

 

These are the values we’ll use to identify the “bottom third” as “internalizers” and the “top third” as “externalizers” (and 
we’ll set the “middle third” as missing values). 

 

Transform → Recode Into Different Variables 

Select the starting variable and name the new variable (IE_lu3 means form groups that are the lower and 
upper third of the IE distribution). 
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Now we use the values from the Frequencies to form the groups 

 

 

 

Here’s a Frequencies of the newly created variable 

 

 

We identified 39 “internalizers”  & 41 “externalizers” and 38 cases were given missing values. 


